
Defensive Unlearning with Adversarial Training for 

Robust Concept Erasure in Diffusion Models

Machine unlearning for generative models is 

still not robust to adversarial attacks [1].
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➢ Motivation ➢ Experimental Results and Visualizations
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[1] Zhang, Yimeng, et al. "To generate or not? safety-driven unlearned diffusion models are still easy to generate unsafe images... for now." European Conference on Computer Vision. Springer, Cham, 2025.

➢Warmup

Directly utilize adversarial training for 

diffusion model unlearning destroy model 

utility.

➢ Challenges

• (Effectiveness challenge)  

optimizing the inherent trade-off between 

the robustness of concept erasure and 

the preservation of DM utility poses a 

significant challenge.

• (Efficiency challenge)  

deciding ‘where’ to apply AT within DM 

➢ AdvUnlearn: Integrating adversarial training 

into unlearning for robustness enhancement 

• Effectiveness

• Efficiency 

1. Text encoder is easier to be finetuned due to less 

parameters compared with UNet

2. Less trade-off during robustifying text encoder

Text Encoder UNet
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